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Abstract

We study the diffusion of dispersed private information in a large economy, where agents learn from
the actions of others through two channels: a public channel, such as equilibrium market prices, and a
private channel, for example local interactions. We show that, when agents learn only from the public
channel, an initial release of public information increases agents’ total knowledge at all times and increases
welfare. When a private learning channel is present, this result is reversed: more initial public information
reduces agents asymptotic knowledge by an amount in order of log(t) units of precision. When agents are
sufficiently patient, this reduces welfare.
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1. Introduction

Households and firms have knowledge from their local markets about aggregate economic
conditions. This dispersed private knowledge diffuses in the population over time as households
and firms learn from each other valuable bits of information that are not yet known to everyone.
Some channels of information diffusion are private: for example private information comes from
observing the actions of others in local markets. Other channels are public, such as the informa-
tion aggregated in prices, or in the macroeconomic figures published by agencies. In this paper,
we study how private information dispersed in a large economy diffuses through such private and
public channels. The main result of the paper is to show that these two channels of information
diffusion generate different diffusion dynamics and more importantly, generate opposite social
values of public information. When agents learn only from public channels, a release of public
information would always increase welfare. By contrast, when agents also learn from private
channels, a release of public information can reduce welfare.

Our baseline model is set in continuous time and builds on the discrete-time environments
of [38,39]. We consider a continuum of agents who, at time zero, receive both public and pri-
vate signals about the state of the world. This is the only exogenous source of information in
the model. After time zero, each agent takes an action at every moment until some random time
when the state of the world is revealed and her payoff is realized. We assume that an agent’s pay-
off decreases with the distance between the sequence of actions and the revealed state, and it is
independent of the actions of any other agent. After receiving the initial information, but before
the state of the world is revealed, each agent learns continuously by observing two noisy signals
about the actions of others. The first signal is private, only observed by the agent: this constitutes
the private learning channel and represents information gathered through private communica-
tion and local interactions. The second signal is public, shared with everyone: this constitutes
the public learning channel and represents information gathered from observing an endogenous
aggregate variable, such as a price or some macroeconomic aggregate.

We solve for an equilibrium in which agents eventually learn the truth. Agents in the equi-
librium take actions that are the convex combinations of the endogenous signals generated by
the private and the public information observations of others’ actions. As is standard, the convex
weight agents put on their private information determines the informativeness of the endoge-
nously generated signals. We show that the existence of the private social learning channel
guarantees that the weight on private information and thus the informativeness of all the endoge-
nous signals converges to a strictly positive constant in the long run. Therefore, asymptotically,
the precision of agents’ beliefs increases linearly towards infinity.

As in the herding literature, a public information release creates a negative externality as it
reduces the informativeness of endogenously generated signals. To see this, suppose now that a
benevolent agency holds some relevant, but partial, information and ponders whether to release
it publicly at time zero. Clearly, the release has the direct beneficial effect of making agents’
current decisions better informed. The negative externality is that agents respond by reducing,
temporarily, the weight that they put on private information, which slows down learning. We
show that when agents only learn through the public channel, this negative externality on learning
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is sufficiently weak that a release of public information increases the amount known at all times
and is always socially beneficial. By contrast, when agents also learn through the private chan-
nel, the negative externality is amplified: since each agent accumulates less information from
the private channel, her actions become less sensitive to private information, slowing down in-
formation diffusion even more, and a negative feedback loop ensues. This so slows information
diffusion that agents end up less informed in the long run: namely, we show that, asymptotically,
increasing the precision of the initial public signal by one unit reduces knowledge at time t by
an amount in order of log(t) units of precision. That is, public information releases generate un-
bounded negative effects on agents’ knowledge. Further, and in line with this intuition, we show
that the negative effect of public information is larger when the private learning channel is more
effective.

The social benefit of releasing public information depends then on the trade-off between in-
creasing the amount known currently by all agents, and reducing the amount known in the future.
We show that if agents are sufficiently patient then a given marginal increase in the precision of
the initial public signal is always socially costly.

In the final section of the paper we explore the robustness of our results by analyzing the
socially optimal diffusion of information: we study the problem of a planner that can choose
the sensitivity of the agents’ actions to their private and public forecasts, as in [39]. We show
that, after the planner corrects the information externality, public information always increases
ex-ante social welfare. Surprisingly, welfare is reduced ex-post: the planner finds it optimal to
make agents less informed in the long run, by the same log(t) amount as in the decentralized
equilibrium.

1.1. Related literature

Our work is related to the recent literature on the social value of public information. As
initially shown by [29], public information can reduce welfare in the presence of a payoff exter-
nality. [4] provided a complete characterization of the effect in general linear–quadratic models,
and [24] studied the implications for a monetary economy. However, the models used so far have
been essentially static, and abstracted from learning. Our contribution is to analyze an alternative
mechanism based on a dynamic information externality: in our baseline model there are no pay-
off externalities, but public information slows down the diffusion of private information in the
population.2

The social learning literature, started by [10] and [13], has been concerned with information
externalities. Its central result is the possibility of informational cascades and herds: agents may
choose to disregard their private information, acting solely on the basis of the public information,
and take the “wrong” action. Thus public information, by facilitating the emergence of herds, can
reduce welfare. However, the standard herding models are sequential move games, and the ap-
pearance of cascades and herds requires bounded beliefs and a discrete set of actions. Our model
is closest to [38] and [39] instead, where beliefs are unbounded and actions lie in a continuous
space. The maintained assumption among these social-learning papers is that private information
diffuses through public channels. Our paper allows information to diffuse through both public

2 [30] sets up a model in which a central bank ends up learning less from the actions of private agents after disclos-
ing public information. But since private agents do not accumulate information over time, they do not suffer from our
dynamic learning externality. In fact, absent payoff externalities, public information improves social welfare in their
model.
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and private channels, and we show that this has different implications for dynamics and welfare.
Another closely related paper that also emphasizes negative effects of public information, when
coupled with an information externality is [3]. The focus of that paper is however essentially
static, while the focus of the present paper is on the dynamics of information diffusion and the
associated long-run welfare effects.

[16] presents a model where agents exert effort to collect private information, and show that
public information reduces the incentives of agents to gather new information and can reduce
welfare. In our model, agents do not collect new information: we focus instead on the ques-
tion of how information, that is already in the hands of agents, aggregates and diffuses.3 In
many situations it is reasonable to expect that agents can learn at no cost from each other,
for example through their ongoing market interactions or through the observation of public
prices.

Strategic experimentation models study the interplay between information acquisition and
information diffusion. Recent examples include [15,12,17,26,33]. The key inefficiency is a free-
riding problem: given that other agents’ actions generate observable new information, an individ-
ual agent has less incentive to learn on his own by taking the costly action. No such free riding is
at a play in our model where information is generated at no cost, and where an individual agent’s
decision problem is not affected by other agents’ contemporaneous and future decisions, but only
by their past decisions.

Some recent work on social learning has focused on learning in networks: [8,21,35] study
deterministic networks with a finite number of agents, [9] provides a continuum-of-agents setup,
and [18] proposes a network of boundedly rational agents. The private learning channel of the
present paper is arguably a reduced form model of local interactions through networks. However,
our model is tractable enough to address questions that would be more difficult in an explicit
network model.

Another body of research uses search-and-matching models to study how agents learn from lo-
cal interactions with others (see for example [41] seminal work and the recent work of [27]). The
issue of convergence to the truth has also been addressed in [23,14,22]. The independent work
of [19] characterizes learning dynamics in a search and matching model where agents exchange
information in multilateral meetings.4 Their subsequent work, [20], provides results on learning
speed related to ours. They focus on the positive impact of private learning on information dis-
semination, but they abstract from its interaction with learning externalities and the associated
negative welfare effect of public information. [40,25,6,7] address learning about a money supply
shock in a random-matching model similar to [37]. Our setup is related to this literature because
the private signals about aggregate actions can be interpreted as the result of random local in-
teractions. The benefit of this simplification is that we can characterize transitional dynamics of
beliefs and compute the social value of public information.

The rest of this paper is organized as follows. Section 2 introduces the setup. Section 3 solves
for an equilibrium. Section 4 studies the impact on dynamics and welfare of changes in the quality
of public information. Section 5 analyzes optimal information diffusion. Section 6 concludes.
Appendices A–C collect all the proofs not in the main text. An addendum to this paper [2],
presents additional results and extensions of our model.

3 Our results regarding the social value of public information complement theirs, and would apply in a costly infor-
mation acquisition setup after the agents have stopped gathering information but could still observe signals about the
aggregate market behavior.

4 A previous version of our current paper, [1], also studied the learning dynamics within a matching framework.
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2. Set up

Time is continuous and runs forever. We fix a probability space {Ω,G,Q} together with an
information filtration {Gt , t � 0} satisfying the usual conditions [32]. The economy is populated
by a [0,1]-continuum of agents. Each agent’s payoff depends on some unknown state of the
world x ∈ R. At each time before some exponentially distributed “day of reckoning” τ > 0, with
parameter λ, each agent takes an action ait ∈ R. At time τ , the state of the world x is revealed
and each agent receives the payoff

−
τ∫

0

(ait − x)2 dt.

Agents are endowed with a diffused common prior that x is normally distributed with mean zero
and zero precision.5 Over time, they observe a public signal Zt and a private signal zit . The initial
realizations of these signals are

Z0 = x + W0√
P0

and zi0 = x + ωi0√
p0

(1)

where W0 and (ωi0)i∈[0,1] are normally distributed with mean zero and variance one, pairwise
independent, and independent of everything else. In Eq. (1), P0 and p0 represent the respective
precisions of the public and the private signal.

The initial signal, Z0, represents information released by a public agency. By continuously
varying its precision, P0, we will obtain the impact on diffusion and welfare of varying the size
of an information release. The continuum of initial private signals, (zi0)i∈[0,1], makes agents
asymmetrically informed about x, and represents dispersed information about aggregate eco-
nomic conditions.

At all times after time zero the public and the private signals evolve according to the stochastic
differential equations:

dZt = At dt + dWt√
Pε

and dzit = At dt + dωit√
pε

, (2)

where At ≡ ∫ 1
0 ait di is the cross-sectional average action at time t , and where W and (ωi)i∈[0,1]

are pairwise independent Wiener processes with initial conditions W0, ωi0, and are independent
from everything else.

There is a key difference between the initial signal realization (1) and the subsequent signal
realizations (2): the former is centered around the true state of the world, x, while the later is
centered around the average action, At . This means that, after time zero, all the information about
x that agents learn comes from others, and there is no additional arrival of “new” information.
Indeed, the realizations dZt and dzit are signals about the information that others accumulated
in the past so, ultimately, they are signals about the initial realizations Z0 and zi0.

The public signal, dZt , represents the information conveyed by some endogenous aggregate
variable (such as prices). The private signal, dzit , on the other hand, captures the decentralized

5 The assumption of a diffused prior is without loss of generality. In an online Addendum, available from the authors’
website, we consider the general case of a prior with a strictly positive precision, and show that our results for the
dynamics of beliefs and welfare do not change.
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gathering of information. One could think, for instance, of local interaction and of private com-
munication, such as gossips.6,7

Given a process A for the average action, we let Git be the filtration generated by
{(Zs, zis), 0 � 0 � t}, representing all the information available to agent i ∈ [0,1] at any time
t > 0. Because agents are infinitesimal, their actions do not affect the average action process A,
and hence do not affect the information they receive. So, the agents’ inter-temporal problems are
essentially static, and together with their quadratic payoffs, this implies that optimal actions are
the expectation

ait = E[x | Git ] (3)

of the random variable x, conditional on their information filtration {Git , t � 0}. Finally, in an
equilibrium, these individual actions have to generate the average:

At =
1∫

0

ait di. (4)

We summarize all the above in the following:

Definition 1. An equilibrium is a collection of processes ai and A solving (2), (3), and (4).

3. An equilibrium

We now show that there exists an equilibrium in which agent i’s action at any time is the
convex combination of two forecasts of the state of the world: a forecast containing only the
information shared with everyone in the economy, which we denote by X̂t , and a forecast con-
taining only the information observed by agent i and no one else, which we denote by x̂it . In what
follows, we will abuse language and call X̂t the “public forecast,” and x̂it the “private forecast.”

Let us guess for now that these forecasts are normally distributed, independent given x, and
that their precisions are common knowledge. Denoting by Pt and pt the precision of the public
and the private forecast, Bayesian updating implies that the action taken by agent i at time t is,
then,

ait = E[x | Git ] = Pt

Pt + pt

X̂t + pt

Pt + pt

x̂it , (5)

a “precision weighted” convex combination of the public and private forecasts. The public fore-
cast is, of course, the same for every agent. The private forecasts, on the other hand, are unbiased
and based on independent private information: thus, their cross-sectional average must equal x.

6 In the previous version of this paper, [1], we suggest that specification (2) may arise when each agent continuously
observes, with idiosyncratic noise, the action of other randomly chosen agents. Intuitively, observing the action of a
randomly chosen agent amounts to sampling from a distribution centered around the average action, At . When the time
between periods and the precision of the noise go to zero at the same rate, we informally arrive at specification (2).

7 In [3], we provide a different interpretation of the endogenous private signal, dzit : they are generated because agents
receive exogenous private signals about the noise in public endogenous aggregates. We show how such signals about the
noise naturally arise in a monetary economy.
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These observations mean that the average action is

At =
1∫

0

ait di = Pt

Pt + pt

X̂t + pt

Pt + pt

x.

Recall that the public and private signals dZt and dzit of Eq. (2) are centered around the average
action At . But since the public forecast, X̂t , and the precisions, Pt and pt , are all common
knowledge, we obtain an informationally equivalent set of signals

x dt + dWt√
Pε(

pt

Pt+pt
)2

and x dt + dωit√
pε(

pt

Pt+pt
)2

(6)

after first subtracting off Pt/(Pt +pt)X̂t dt from dZt and dzit , and then dividing by pt/(Pt +pt).
Eq. (6) defines two equivalent “transformed” public and private signals which have the conve-
nient properties of being centered around x and independent given x.

It is then straightforward to verify our guess. We let the public forecast X̂t be the expectation
of x conditional on the common prior and the history of the “transformed” public signal defined
by the left side of Eqs. (1) and (6). Similarly, the private forecast x̂it is the expectation of x

conditional on the history of the “transformed” private signal, defined by the right side of Eqs. (1)
and (6). The precisions of the public and private forecasts, Pt and pt , are readily characterized
by a system of Ordinary Differential Equations (ODEs):

dPt = Pε

(
pt

Pt + pt

)2

dt, (7)

dpt = pε

(
pt

Pt + pt

)2

dt, (8)

with initial conditions P0 and p0, respectively. The intuition follows standard Bayesian updating
formulas with independent signals: for instance, the change in the public precision, dPt , is equal
to the precision of the transformed public signal Pε(

pt

pt+Pt
)2. The term inside the brackets is the

weight that agents put on their private information when taking their actions. This weight controls
the informativeness of the signals and as a result, the speed at which information diffuses.

The ODEs show that the informativeness of the public and the private signals at time t is a
function of the precisions Pt and pt of the public and private forecasts. This informativeness
decreases with Pt and increases with pt . That is, the more the agents know privately, the more
informative the new signals become, and the faster agents learn. Improvements in public knowl-
edge have the opposite effect: they slow down subsequent learning. This suggests that public and
private learning affect the diffusion of information in the economy differently.

Closed form solution and learning asymptotic. Note that ODE (7) is equal to ODE (8) multi-
plied by Pε/pε . So, as long as pε > 0, this implies that Pt − (Pε/pε)pt stays constant over time,
and (Pt − P0) = (pt − p0)Pε/pε . Plugging this into (8), we obtain

ṗt = pε

(
pt

α + βpt

)2

(9)

where α ≡ P0 − (Pε/pε)p0 and β ≡ 1+Pε/pε . Hence given an initial condition for the precision
p0 of the private forecast, and using (9), it is possible to solve analytically for pt .
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Theorem 1 (A closed form solution). There exists an equilibrium in which an agent’s belief can
be decomposed into two independent public and private forecasts with respective precisions Pt

and pt solving:

• for pε = 0:

pt = p0 and Pt + pt = (
3p2

0Pεt + (p0 + P0)
3)1/3

, (10)

• for pε > 0:

H(pt ) = H(p0) + pεt and Pt + pt = α + βpt , (11)

where H(p) = 2αβ logp + β2p − α2/p, α = P0 − (Pε/pε)p0, and β = 1 + Pε/pε .

This result allows us to characterize the asymptotic dynamics of the entire system:

Corollary 1 (Precisions asymptotic). (i) The precision of the private forecast monotonically con-
verges to infinity as long as pε > 0, (ii) the weight on private information, pt/(Pt +pt) decreases
towards pε/(pε +Pε) if p0/(P0 +p0) > pε/(pε +Pε), and increases towards pε/(pε +Pε) oth-
erwise, and (iii) as t → ∞ the total precision, Pt + pt , is such that

Pt + pt =
{

(3p2
0Pεt)

1/3 + Qt, for pε = 0,

(
pε

Pε+pε
)2(pε + Pε)t + 2(Pε

pε
p0 − P0) log(t) + Rt, for pε > 0,

(12)

where Qt converges to zero and Rt has a finite limit, R∞, which satisfies:

∂2R∞
∂P0∂pε

< 0. (13)

To start with, let us contrast the leading terms of these two asymptotic expansions (in Sec-
tion 4.1.2 we provide a detailed intuition for the higher-order, log(t), term). Consider first the
case pε > 0. Note that the weight on private information, pt/(pt + Pt ), is equal to pt/(α + βpt )

which converges to 1/β = pε/(pε + Pε) as pt goes to infinity. And thus, the precisions of the
signals generated by the average action converge to a strictly positive number as long as pε > 0.
By Eqs. (7) and (8), the sum of the precisions of the endogenously generated private and public
signals converges in the limit to:

lim
t→∞

(
pt

Pt + pt

)2

(Pε + pε) =
(

pε

Pε + pε

)2

(Pε + pε), (14)

and this is the coefficient on t in the asymptotic expansion of the precision of total beliefs. As
long as pε > 0, when time goes to infinity, the social learning process converges to a situation
that is as if agents repeatedly observe independent signals centered around x with precision given
by (14).

At pε = 0, the path of precision is discontinuous, and so its asymptotic behavior is quite
different. In case pε = 0, from part (ii) of the corollary, the precision of the signals generated by
the average action converges to zero. As a result, the speed of convergence of the learning process
is greatly reduced asymptotically. In this case, the corollary is the continuous-time counterpart
of the well-known result of [38]: when social learning is constrained to public observations of
the average action, the precision of total beliefs goes to infinity at rate t1/3. This rate is one order
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of magnitude slower than the rate at which beliefs would converge if agents were to observe, for
example, noisy exogenous signals of x in every period with i.i.d. noise – in that case the precision
would go to infinity at a linear rate t . However, the precision of beliefs is going to infinity at a
linear rate when pε > 0, even though no new information is being exogenously provided to
agents: that is, the social learning generated from endogenous private signals, no matter how
noisy, is sufficient to restore the speed of convergence to its usual linear rate. When pε > 0, the
accumulation of knowledge is taking place through both the public and the private social learning
channels, and this is the key element that maintains the informativeness of the endogenous signals
bounded away from zero, thus avoiding that the rate of convergence be dramatically reduced. The
existence of a private social learning channel is important, and as will be shown below, it will
also be crucial for the social value of public information.

4. The impact of public information

4.1. Comparative dynamics

We fist study the impact of public information on precision dynamics.

4.1.1. When there is no endogenous private learning channel
We first show that when agents do not learn privately from others’ action, pε = 0, then more

public information at the beginning increases agents’ knowledge at all times. We also argue that
this result is robust: it only requires the social learning process to be smooth.

We consider a generalized version of our model where, in addition to observing a public
signal of others’ actions, we let agents accumulate exogenous information over time. Think for
instance, of additional public and private exogenous signals centered around x. However, social
learning is restricted to be public and “smooth”: agents continuously observe public signals about
the average action in population. This generalization leads us to formulate the following ODE:

dPt = Pε

(
πt

Pt + πt

)2

dt + dΠt , (15)

where Πt and πt denote the cumulative precision of exogenous public and private information.
Note that we allow for Πt and πt to have jumps: that is, the exogenous information could arrive
in a lumpy fashion.

Proposition 1. Suppose exogenous public and private information increase over time according
to piecewise continuously differentiable cumulative precisions Πt and πt . Consider two initial
levels P ′

0 > P0 of public information and their associated paths P ′
t and Pt . Then P ′

t > Pt for
all t .

The proposition follows from (i) the standard mathematical result that two different solutions
of a (possibly time dependent) ODE can never cross,8 and (ii) from our assumption that lumpy
arrivals of public information can only arise from exogenous signals, i.e. dΠt does not depend
on the current level of public information.

8 Our ODE is slightly non-standard since we allow for positive jumps. However, it is straightforward to extend the
standard existence and uniqueness result to this case. See the online Addendum.
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Namely, the differential equation implies that P ′
t and Pt are continuous except when there is

a lumpy arrival of public information, in which case they increase by the exact same amount.
Thus, given P ′

0 > P0, if there were some time such that P ′
t � Pt then there must be a time s < t

such that Ps = P ′
s . But since both precisions solve the same differential equation the paths of Pt

and P ′
t would be the same for all times, which is a contradiction.

In the Addendum, we show that the result of Proposition 1 also holds in [38] original dis-
crete time setup, under either one of the following three conditions: if the initial public precision
is large, if the release in public information occurs after the first period, or if the observational
noise per period is small. A large observational noise per period results in a small amount of
endogenous learning per period, which is the natural discrete-time counterpart of our continuous
time Brownian setup where information flows smoothly from the endogenous learning channel.
In fact, the result of the proposition holds for any “smooth” endogenous public learning chan-
nel: formally, the same proof would go through if the first term on the right-hand side of the
ODE is replaced by some bounded locally Lipschitz function F(t,Pt ) of time and current public
precision.

4.1.2. When there is an endogenous private learning channel
We now show that, because the path of precision is discontinuous at pε = 0, the effect of

public information releases change dramatically when pε > 0 and the accumulation of private
information is endogenous.

From the asymptotic expansion (12) one sees that a unit increase in the initial public precision,
P0, decreases total precision by approximately 2 log(t) at time t . Thus, small differences in time-
zero public information result in asymptotically unbounded differences in total information: after
an initial release of public information, agents eventually know strictly less. This is in sharp
contrast with the result obtained when there was no private social learning.

To understand how this log(t)-impact comes about, let us go back to the ODE (9) for ṗt :

ṗt = pε

(
pt

α + βpt

)2

= pε

(
α

pt

+ β

)−2

,

where the term inside the first bracket is the weight agents put on their private information at
time t .

Note that, since α = P0 − Pε/pεp0, it follows that an increase in P0 reduces the weight that
agents put on their private information, and therefore reduces ṗt . But we know from Corollary 1
that this negative effect on the weight disappears in the limit, as the weight on private information
converges to pε/(pε + Pε), a constant that is independent on initial conditions. However, as we
will show below, the negative effect washes out at the slow speed of 1/t , where t is given by
the asymptotic learning speed. Thus, an increase in initial public precision reduces the rate of
precision accumulation, ṗt , by an amount in order 1/t . These vanishing reductions in ṗt add up,
however, to unbounded differences, as

∫
dt/t = log(t).

To see this, first note that ṗt can be approximated by

ṗt = pε

β2
− 2pε

β3

α

pt

+ o

(
1

pt

)
, (16)

as pt → ∞. The first term of the Taylor expansion, pε(0 + β)−2 = pε/β
2, is the asymptotic rate

of private precision accumulation. It reflects the fact that the weight on private information goes
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to a strictly positive constant, 1/β , and implies that private precision goes to infinity at a linear
speed:

pt = pε

β2
t + o(t). (17)

Next, we turn to the second term of the Taylor expansion. The coefficient −2pε/β
3 measures

the effect of a change in α/pt on ṗt , evaluated at the limit α/pt = 0. This coefficient is strictly
negative because, even in the limit, the equilibrium weight that agents put on private precision
remains sensitive to changes in α/pt .9 After plugging the approximation (17) in (16), the second
term of the Taylor expansion becomes

−2pε

β3

α

pt

= − 2

β

α

t
.

This term describes how fast the precision of the endogenous private signal is converging to
its long-run value of pε/β

2. Since α = P0 − pε/Pεp0, it also determines the rate at which the
negative impact of increasing P0 washes out in the long run. Namely, a unit increase in P0 reduces
the time t accumulation of private precision by (2/β)/t units, so the negative impact of public
information is indeed vanishing with time. But it is doing so at a slow speed: these small (2/β)/t

differences in the change of private precision accumulation add up through time to unbounded
differences in the level of private precision, which will be in order

∫
(2/β)(dt/t) = (2/β) log(t).

The corresponding differences in total precision, α + βpt , are thus obtained after multiplying
by β , and are in order 2 log(t). We summarize this discussion with the following corollary10:

Corollary 2. Let pε > 0. Consider two initial levels P ′
0 > P0 of public information and their

associated paths of private and public precisions (p′
t , P

′
t ) and (pt ,Pt ). Then, for all M > 0

there exists t̄ < ∞ such that p′
t + P ′

t + M < pt + Pt for all t > t̄ .

Intuitively, a release of public information has a self-reinforcing negative feedback on the
accumulation of private information. Better initial public information causes agents to put more
weight on the public information and less weight on their accumulated private information. This
reduces subsequent information accumulation from all channels, in particular from the private
social learning channel. But this implies that agents accumulate less private information, so they
will put even more weight on their public information, and less on their private information,
reducing further private information accumulation, and a negative feedback ensues. The corollary
makes explicit that the negative feedback is always strong enough to eventually overtake the
initial gains in information.

9 This is indeed the result of the equilibrium behavior. Contrast this with the following: suppose that agents were to
follow an exogenous rule that forces them take an action with a weight on private information equal to some given
smooth and decreasing function of Pt /pt . Since this weight governs the accumulation of both public and private infor-
mation, this dynamic system still has the property that Pt = α + (β − 1)pt so we can write the weight as some function
f (α/pt ) ∈ [0,1]. Let us also impose the reasonable assumption that f (0) > 0: in words, as the agents accumulate lots
of private information, the rule put some positive weight on it. The evolution of private information is then given by
ṗt = pε(f (α/pt ))

2, and pt will grow linearly in the limit. Whether the second term of a Taylor expansion in α/pt of
the ODE is strictly negative will depend on whether f ′(0) is strictly negative: that is, whether a change in α/pt has a
first-order negative effect on the limiting weight.
10 We omit the proof as it follows directly from the asymptotic expansion (12).
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Corollary 2 showed that, with the introduction of a private learning channel, public informa-
tion starts having a negative effect on asymptotic precision. The next corollary, that arises directly
from part (iii) of Corollary 1, shows that this negative effect gets further amplified as the private
channel becomes more informative, i.e., as pε increases:

Corollary 3. Consider two initial levels P ′
0 > P0 of public information, and let �t [pε] ≡ (p′

t +
P ′

t )[pε] − (pt + pt )[pε] denote the associated difference in total precision, as a function of pε .
Then, for any p̂ε > p̃ε , the double difference, �t [p̂ε] − �t [p̃ε], has a negative limit.

The corollary states that given two different levels of initial public information, P ′
0 > P0, the

long-run difference between the total precision generated by initial condition P ′
0 and the total

precision generated by initial condition P0 becomes more negative when the private channel is
more important, as measured by a higher pε . In this sense, the private channel amplifies the
long-run negative effects of public information.

4.2. The social value of public information

Whether an initial release of public information is socially beneficial depends on a trade-off
between a short-term gain and a long-term loss. The short-term gain is that public information
initially improves the precision of agents, which can start making better decisions right away. The
long-term loss, is that public information eventually reduces the amount known by everyone as
long as the private social learning channel is active. In the proposition that follows, we provide
conditions that ensure that the long-term loss dominates: we show that if the state is revealed
in a sufficiently long time, on average, then a marginal increase in public information always
reduces utilitarian welfare. Hence, unlike [29], we conclude that even in the absence of a payoff
externality, more public information can be welfare reducing.

Let the welfare criterion be the equally weighted sum of agents’ expected utility. By the law
of large numbers, this criterion coincides with the ex-ante utility of a representative agent,

W ≡ −λE

[ τ∫
0

(ait − x)2 dt

]
= −λE

[ ∞∫
0

e−λt (ait − x)2 dt

]
= −

∞∫
0

λe−λt

α + βpt

dt,

where we have normalized welfare by the intensity λ. The first equality follows from the random
end time τ being geometrically distributed: e−λt is the probability density that the economy
ends at time τ � t . The second equality follows from ait = E[x | Git ] so E[(ait − x)2 | Git ] =
1/(Pt + pt ) = 1/(α + βpt ), and an application of Fubini’s Theorem.

Public information increases the total precision α+βpt of agents’ beliefs in the short run. But,
as shown by Corollary 2, in the long run it results in unbounded losses of total precision, α+βpt .
Because the welfare function is the present value of −1/(α +βpt ), it is natural to conjecture that
as long as λ is close enough to 0 (i.e. the state is revealed in a long time, on average), public
information reduces welfare.

Although intuitive, this result does not directly follow because, even when λ goes to zero, the
trade-off between the short-term gain and the long-term loss remains non-trivial. Indeed, since
1/(α + βpt ) converges to zero, the flow losses of increasing public information are vanishingly
small. However, the next theorem shows that it is always possible to find a small enough λ to
make a marginal release of information welfare-reducing:
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Fig. 1. This figure illustrates the boundary in the (P0, λ) plane below which a marginal increase in information reduces
welfare.

Theorem 2 (Social value of public information). The welfare function, W(P0), is continuous,
negative, and converges to zero as P0 goes to infinity. Moreover, if we fix any pε > 0, then there
exists a function Λ(P0), positive, decreasing and converging to zero as P0 goes to infinity, such
that ∂W/∂P0 < 0 for 0 < λ < Λ(P0), and ∂W/∂P0 > 0 for λ > Λ(P0).

The first part of the theorem has the intuitive implication that a sufficiently large public release
of information is always welfare improving. Indeed, an infinite increase in precision would reveal
the state of the world and would clearly improve welfare. By continuity, a sufficiently large
release of public information must also improve welfare.

The second part of the theorem shows that a public release can have a negative welfare ef-
fect, as illustrated in Fig. 1. Namely, for any given P0, a marginal increase in public information
reduces welfare as long as λ lies below Λ(P0). In other words, for the negative welfare results,
agents need to be patient enough (which in the model means that the state is revealed in a suf-
ficiently long time). Alternatively, if λ lies above Λ(P0), then a marginal increase in public
information increases welfare. This is intuitive: if agents are impatient enough, then they mostly
care about the short-term gains of public information.

The theorem also implies that, if we fix some λ < Λ(0), then welfare is a U-shaped function
of P0. This has important implications for optimal communication: if information can only be
revealed at t = 0, then it is always optimal to reveal all or none of the information. By the same
token, this also suggests that a dynamic communication is likely to involve a delay: indeed, public
information becomes welfare improving when P0 is large enough, i.e., after agents have learned
sufficient information about the state of the world.11

A key assumption for the theorem is that pε > 0, that is, the private social learning channel
is active. Indeed, when pε = 0 and only the public social learning channel is active, an increase
in public information always increases welfare, given that it increases the precision of agents’
information at all times. Thus, the channel of information diffusion is crucial for the social value
of public information.

5. Optimal information diffusion

In the previous sections we have shown that the equilibrium allocation is independent of
the impatience rate λ, and that, when a private learning channel is active, a release of public

11 For some recent work on the optimal timing of public announcements see [28].
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information always leads, in the long run, to a reduction of agents knowledge. In addition, if
agents are sufficiently patient and if the public release is not too large, this long-run reduction
in knowledge is welfare reducing. As we explained, these results arise because of a learning
externality. In this section we study how the results differ when the externality is corrected.

Our notion of constrained efficiency is a natural one: it forces the social planner to respect
the informational restrictions present in the economy, while also imposing that agents’ actions
remain linear functions of their observed signals. As we argue below, this notion of constrained
efficiency has the benefit of tractability and, moreover, corresponds to the situation where ex-post
linear Pigouvian taxes are the only policy tool available.

We show that, in the constrained efficient allocation, public releases are always welfare en-
hancing and the efficient allocation is affected by the impatience rate λ. Both results are in sharp
contrast with their decentralized equilibrium counterparts. Surprisingly, however, public releases
still reduce agents’ knowledge in the long run.

5.1. Constrained efficiency

We let a planner choose an adapted action process ai in order to maximize the ex-ante utility of
a randomly chosen agent, subject to the learning technology. In setting up our planning problem,
we follow [39] and restrict attention to actions that are convex combinations of the public and
private forecasts defined in Section 3:

ait = (1 − γt )X̂t + γt x̂it . (18)

That is, instead of using the individually optimal weight pt/(Pt +pt) on private information, the
planner prescribes agents to use some other deterministic weight γt ∈ [0,1].

The set of controls specified in (18) is consistent with constrained efficiency: the planner is
subject to the constraint that agents only learn from public and private signals of others’ average
actions. It is important to note that the specification (18) is restrictive: in principle, one could
let the planner use actions which are arbitrary functions of the public and private endogenous
signals received by the agents.12 We make the restriction (18) for several reasons. First, as in
[39] and subsequent work, it has the advantage of tractability: agents endogenous signals remain
normally distributed and Kalman filtering methods continue to apply. Second, as it is well known,
linear decision rules based on public and private forecasts arise in the equilibrium of a variety of
rational expectations models with dispersed information. In many of these environments, simple
ex-post Pigouvian taxes can be chosen to arbitrarily change the coefficients of the agents’ linear
decision rule. The associated optimal taxation problem becomes, then, equivalent to the planning
problem considered in this section (see [1] and [5]).

Given decision rules given by (18), we can then solve for the learning dynamics exactly as we
did before in the equilibrium analysis. Namely, given a weight γt , the precisions Pt and pt of the
public and private forecasts solve:

dPt = Pεγ
2
t dt and dpt = pεγ

2
t dt. (19)

As before, the speed of learning is controlled by the weight, γt , that agents put on their private in-
formation. Also, these laws of motion imply that Pt is an affine function of pt : Pt = α+(β−1)pt

12 In the online Addendum, we allow for actions that are general affine functions of the public and the private forecast.
However, we show that it is always optimal for the planner to use a convex combination.
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where α and β take the same values as before, α = P0 −p0Pε/pε and β = 1+Pε/pε . This affine
transformation simplifies the analysis because it allows to formulate the planner’s problem in a
one-dimensional state space. One should bear in mind, however, that the transformation imposes
a restriction between the parameter α and the initial condition p0: p0 = (α − P0)/(β − 1).

The utility flow of a representative agent is

−E
[
(ait − x)2] = −E

[{
γt (x̂it − x) + (1 − γt )(X̂t − x)

}2]
= −

(
γ 2
t

pt

+ (1 − γt )
2

α + (β − 1)pt

)
,

where the first line follows from plugging in (18), and the second line from noting that the private
and public forecast errors are independent with respective variance 1/pt and 1/(α + (β − 1)pt ).
Let us, then, define the following welfare function for p � p0:

v(p,γ | α) ≡ −λ

∞∫
0

e−λt

(
γ 2
t

pt

+ (1 − γt )
2

α + (β − 1)pt

)
dt,

subject to ṗt = pεγ
2
t with initial condition p. Let us denote by V (p | α) the supremum of

v(p,γ | α) in the set of admissible controls γ . This function gives the planner’s value along
any socially optimal precision path starting at p0.

Our first result states that, once the planner has corrected for the information externality, the
welfare effects of public information are always positive:

Proposition 2. The value function V (p0 | α) is increasing in α = P0 − Pε/pεp0.

This is intuitive: starting with a higher α, the planner can always choose the same sequence
of weights on private information that he would have followed with a lower one. These same
weights would then imply the same time path of private precision, pt . But a higher α increases
total precision, α + βpt , and thus welfare. The planner’s ability to control the weight guarantees
that the social value of public information is always positive.

We now proceed to analyze the impact of a public information release on precision dynamics,
which requires a tighter characterization of the planner’s optimal weight.

5.2. The optimal weight and comparative dynamics

In Appendix C, we show that the value function V (p | α) is differentiable with respect to p

and solves the Hamilton–Jacobi–Bellman (HJB) equation:

λV (p | α) = max
γ∈[0,1]

{
−λ

(
γ 2

p
+ (1 − γ )2

α + (β − 1)p

)
+ pεγ

2V ′(p | α)

}
. (20)

Taking the derivative with respect to the weight, γ , yields:

−2λ

(
γ + γ − 1

)
+ 2pεγV ′(p | α). (21)
p α + (β − 1)p
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The second term of (21), 2pεγV ′(p | α), corresponds to the marginal welfare gain of speeding
up information dissemination.13 The first term, on the other hand, corresponds to the marginal
change in agents’ forecast error. This term is equal to zero if the planner chooses the individ-
ually optimal weight p/(α + βp) of the decentralized equilibrium we studied before, since it
minimizes the forecast error. Clearly, the planner has incentive to increase its weight above the
individual optimum p/(α + βp): at the margin, it has no impact on agents’ forecast error, while
the marginal welfare gain of speeding up information dissemination is strictly positive, given
that V ′(p | α) > 0. Finally, after plugging γ = 1 in the right-hand side of (20), it follows that
0 > λV (p | α) � −λ/p + pεV

′(p | α), which implies that (21) is strictly negative when evalu-
ated at γ = 1, and thus the planner’s optimal weight, γ ∗(p), is less than 1. It follows then that
the planner’s optimal weight satisfies

p

α + βp
< γ �(p) < 1. (22)

Note that this implies that the precision increases faster in the social optimum than in the decen-
tralized equilibrium, and hence, that it also converges to infinity: that is, full revelation is socially
optimal.

Next, we analyze the asymptotic behavior of the planner’s solution, which can be heuristically
characterized from the HJB equation as follows (the formal proofs are in Appendix C). First, we
note that, as p → ∞, agents are almost fully informed about x, so the planner’s marginal value
of speeding up information becomes very small. Therefore, the planner chooses to reduce the
forecast error instead, that is, the planner’s control becomes very close to 1/β , the limit of the
individual optimum. Plugging this into the value function (20), we obtain that, as p → ∞,

λV (p | α) 	 − λ

βp
+ pε

β2
V ′(p | α), (23)

where we used the approximation that α + (β − 1)p 	 (β − 1)p. But this means that, in (23),
the second term is negligible relative to the first term – indeed, if V (p | α) is of order 1/p, then
its derivative is, heuristically, of order 1/p2. It follows then that

V (p | α) 	 − 1

βp
and V ′(p | α) 	 1

βp2
.

Importantly, the initial conditions have, to a first-order approximation, no impact on the
asymptotic level and derivative of the value function. Plugging the approximation V ′(p | α) 	
1/(βp2) into the first-order condition (21) delivers:

Theorem 3. Suppose that pε > 0. In the planner’s solution, as p → ∞, the socially optimal
weight admits the following asymptotic expansion:

γ �(p) = 1

β
− α

β2

1

p︸ ︷︷ ︸
individual optimum

+ 1

λ

(β − 1)pε

β2

1

p︸ ︷︷ ︸
planner’s correction

+O

(
1

p2

)
. (24)

13 Note that the value function is increasing: indeed if the planner applies the same optimal control but with a higher
initial condition, his flow utility is higher at each time. This implies that V ′(p | α) � 0. In Appendix C we use the
envelope condition to show that the derivative is, in fact, strictly positive.
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The first two terms of the asymptotic expansion are the same as in the decentralized equilib-
rium. The correction that the planner makes shows up in the third term. As expected, this third
term is positive: the planner would like agents to put more weight on their private information.
Also, because the initial conditions have no impact on the first-order approximation of the value
function, the planner’s correction to the individual optimum is not affected by α.

The asymptotic expansion of γ �(p) also reveals another feature of the solution: impatience
reduces the planner’s asymptotic correction to the weight. This is intuitive, as a more impa-
tient planner discounts more heavily the future benefits of correcting the information external-
ity.

To derive the asymptotic behavior of the total precision, recall that the socially optimal pt

solves the ODE ṗt = p2
εγ

∗(pt )
2. Therefore, as in the decentralized equilibrium, the expansion

of γ ∗(p) determines the terms of order t and log(t) in the asymptotic expansion of the total preci-
sion. The crucial observation is that the planner’s correction term is independent of α, and hence,
differences in initial public information will continue to have the same negative and unbounded
log(t)-impact on total precision. So, surprisingly, our main equilibrium comparative statics still
holds: an increase in initial public information eventually leads to less total knowledge. Even
though public information always increases ex-ante welfare, we find that ex-post welfare will
eventually decrease.

Corollary 4. Suppose that pε > 0. In the planner’s solution, the total precision of agents beliefs
at time t equals:

Pt + pt = (Pε + pε)

(
pε

Pε + pε

)2

t + 2

(
Pε

pε

p0 − P0 + 1

λ

(
Pεpε

pε + Pε

)
︸ ︷︷ ︸
planner’s correction

)
log(t) + St

where St is bounded.

Lastly, we observe that Corollary 4 is a result of optimality, not feasibility: although, after a
release of public information, the planner could choose a weight that increases knowledge at all
times (as noted after Proposition 2), he chooses not to do so, and knowledge is reduced in the
long run.

6. Conclusion

This paper analyzed how private information diffuses among a continuum of agents who learn
from both public and private observations of each others’ actions. We showed that when agents
learn from a private channel, a release of public information at the beginning always slows the
diffusion of private information in the economy, eventually reduces the amount known by ev-
eryone, and sometimes reduces welfare. We studied the optimal diffusion of information and
showed that, relative to the private optimum, the planner corrects the learning externality by rec-
ommending agents to put more weight on their private information. We showed that the social
value of public information after the planner corrects the externality is positive. However, the
optimal response to a release of public information eventually leads to agents knowing strictly
less, just as in the equilibrium.
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Appendix A. Proof of Theorem 1

We prove the theorem using a guess and verify approach. Namely, we start by guessing that
agents’ signals, in Eq. (2) are observationally equivalent to the transformed signals of Eq. (6). We
then derive the dynamics of agents’ beliefs and of the average action. We then verify our guess,
given this stochastic process for the average action.

A.1. Beliefs dynamics

Assume, then, that agents observe the pair of public and private signals given by the Stochastic
Differential Equations (SDE) (6), with initial conditions (1). Let the public forecast, X̂t be the
expectation of x conditional on the public signal on the left-hand side of (6), given the common
prior. Similarly, let public forecast, x̂it be the expectation of x conditional on the private signal
on the left-hand side of (6), given a fully diffuse prior. Denote by Pt and pt the associated public
and private precision. Then, we have:

Lemma 1 (Dynamics of private and public forecasts). The private and public forecasts (x̂it , X̂t )

and the precisions (pt ,Pt ) solve the system of SDE

dx̂it = pε

pt

p2
t

(Pt + pt)2

[
(x − x̂it ) dt + dωit√

pε
pt

Pt+pt

]
, (25)

dX̂t = Pε

Pt

p2
t

(Pt + pt )2

[
(x − X̂t ) dt + dWt√

Pε
pt

Pt+pt

]
, (26)

dpt = pε

(
pt

Pt + pt

)2

dt, (27)

dPt = Pε

(
pt

Pt + pt

)2

dt, (28)

with the initial conditions p0, and P0. In addition, the above system can be integrated into

x̂it = x + 1

pt

[
√

p0ωi0 +
t∫

0

√
pε

pu

Pu + pu

dωiu

]
, (29)

X̂t = x + 1

Pt

[√
P0W0 +

t∫
0

√
Pε

pu

Pu + pu

dWu

]
. (30)

Eqs. (25)–(28) follow from a direct application of one-dimensional continuous-time Kalman
filtering formula (see, for instance, [31, pp. 85–105]). In order to derive Eq. (30), we multiply
both sides of (26) by Pt . We find

Pt dX̂t = Pε

p2
t

(Pt + pt)2

[
(x − X̂t ) dt + dWt√

Pε
pt

Pt+pt

]

⇒ Pt dX̂t + dPt (X̂t − x) = √
Pε

pt
dWt
Pt + pt
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⇒ d
[
Pt(X̂t − x)

] = √
Pε

pt

Pt + pt

dWt

⇒ Pt (X̂t − x) − P0(X̂0 − x) =
t∫

0

√
Pε

pu

Pu + pu

dWu

⇒ X̂t = P0

Pt

X̂0 +
(

1 − P0

Pt

)
x + 1

Pt

t∫
0

√
Pε

pu

Pu + pu

dWu (31)

where the second line follows from the fact that dPt = Pεp
2
t /(Pt + pt )

2 dt . Because Pt is a
deterministic function of time it follows that d[(X̂t − x)Pt ] = dX̂t Pt + (X̂t − x)dPt , which
implies the third line. The fourth line follows from integrating the third line from u = 0 to u = t ,
and the fifth line follows from rearranging. Now note that X̂0 and P0 are the posterior mean
and precision at time zero, after observing the public signal Z0 = x + W0/

√
P0 and starting

from the fully diffused common prior. Therefore X̂0 = Z0. Eq. (30) then follows from plug-
ging X̂0 = Z0 = x + W0/

√
P0 back into (31). Eq. (29) follows from exactly the same algebraic

manipulations.
Under our guess, the signals that generate the public and the private forecast, X̂t and x̂it ,

are independent conditional on x. Hence, an agent’s forecast conditional on all his information
will be a linear combination of the public and his private forecasts, with weights given by their
respective precisions:

Pt

Pt + pt

X̂t + pt

Pt + pt

x̂it . (32)

The precision of the agents belief conditional on all his information is Pt + pt .

A.2. Verifying the guess

Let Z̃t and z̃it be the “transformed” signals of Eq. (6), with initial condition (1). We need
to verify that the filtration generated by the transformed signals (Z̃t , z̃it ) is the same as that
generated by the signals of others’ action, (Zt , zit ). First, after plugging At = Pt/(Pt + pt)X̂t +
pt/(Pt + pt)x into Eq. (2) we find that

dZt = Pt

Pt + pt

X̂t dt + pt

pt + Pt

dZ̃t ,

dzit = Pt

Pt + pt

X̂t dt + pt

pt + Pt

dz̃it .

Keeping in mind that X̂t , by construction, is adapted to the filtration generated by (Z̃t , z̃it ),
the above equation shows that the filtration generated by (Zt , zit ) is included in the filtration
generated by (Z̃t , z̃it ). To show the reverse inclusion, first rearrange the above equation into

dZ̃t = Pt + pt

pt

(
dZt − Pt

Pt + pt

X̂t dt

)
, (33)

dz̃it = Pt + pt

(
dzit − Pt

X̂t dt

)
. (34)
pt Pt + pt
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Now, we also know from Lemma 1 that

dX̂t = Pε

Pt

(
pt

Pt + pt

)2[
(x − X̂t ) dt + dWt√

Pε
pt

Pt+pt

]
= Pε

Pt

(
pt

Pt + pt

)2

(−X̂t dt + dZ̃t ).

After plugging Eq. (33) in the equation above and rearranging, we find:

dX̂t = Pε

Pt

(
pt

Pt + pt

)2{
−

(
1 + Pt

pt

)
X̂t dt + Pt + pt

pt

dZt

}
.

Therefore, X̂t is adapted to the filtration generated by Z. Together with (33), this means that Z̃t

is adapted to the filtration generated by Zt . Together with (33) and (34) this implies that (Z̃t , z̃it )

is adapted to the filtration generated by (Zt , zit ).

A.3. Closed form solution

This can be verified directly.

A.4. Proof of Corollary 1

Part (i): When pε = 0, this follows directly from the solution (10). When pε > 0, then from
ODE (9) it is clear that pt is strictly increasing, so it has a limit as t → ∞. The limit must be
infinite otherwise, as t → ∞, the left-hand side of Eq. (11) would remain bounded, while the
right-hand side would go to infinity.

Part (ii): When pε = 0 the ratio is p0/(p0 +Pt ) and is clearly decreasing towards zero. When
pε > 0, we have

pt

Pt + pt

= pt

α + βpt

= 1
α
pt

+ β
. (35)

This implies that the ratio is converging towards 1/β = pε/(pε +Pε). Since pt is increasing, the
ratio is strictly increasing if α > 0, strictly decreasing if α < 0, and constant if α = 0.

Part (iii): When pε = 0, the result follows directly from the closed form solution (10). When
pε > 0, we note that

ṗt =
(

pt

α + βpt

)2

pε =
(

α

pt

+ β

)−2

pε

= pε

β2
− 2αpε

β3

1

pt

+ O

(
1

p2
t

)
,

where O(1/p2) is the standard Landau notation for a function f (p) such that p2f (p) is
bounded. An application of Lemma 2 below shows that

pt = pε

β2
t − 2α

β
log(t) + Ct , (36)

for some bounded function Ct . The expansion follows after noting that Pt + pt = α + βpt , and
defining Rt ≡ α + βCt . For the last part of the corollary, we need to show that Rt has a limit,
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R∞, and characterize the cross partial of R∞ with respect to (P0,pε). To that end we plug the
expansion (36) back into Eq. (11):

H(pt ) = H(p0) + pεt ⇔ Ct = p0 + α2

β2

(
1

pt

− 1

p0

)
− 2α

β
log

(
pt

p0

)
.

Now, as t → ∞, we have that pt/t → pε/β
2, and α2/pt → 0. Therefore, both Ct and Rt have

limits, and the limit of Rt equals:

R∞ ≡ α + β limCt = α + 2α log(p0) + βp0 − α2

βp0
− 2α log

(
pε

β2

)
.

The cross partial of R∞ can be shown to be:

∂2R∞
∂P0∂pε

= − 2

(pε + Pε)2

(
pε + 5Pε + P0Pε

p0
+ 3

P 2
ε

pε

)
< 0.

Lemma 2 (ODE asymptotics). Suppose

ẋt = A + B

xt

+ O

(
1

x2
t

)
(37)

and suppose that xt → ∞. Then

xt = At + B

A
log(t) + Ct ,

for some bounded function Ct .

Given that xt → ∞, there exists a finite T such that A − ε � ẋt � A + ε for all t > T , where
0 < ε < A. Then (A− ε)(t −T )� xt − xT � (A+ ε)(t −T ), and thus 1/xt = O(1/t). Plugging
this back into the ODE (37) we have that ẋt = A + O(1/t), which after integrating delivers that
xt = At + O(log(t)). Taking the inverse of this last equation gives:

1

xt

= 1

At

[
1 + O

(
log(t)

t

)]−1

= 1

At

[
1 + O

(
log(t)

t

)]
= 1

At
+ O

(
log(t)

t2

)
.

Plugging back into the ODE (37):

ẋt = A + B

At
+ O

(
log(t)

t2

)
.

Now, the function log(t)/t2 is absolutely integrable, so the final result follows by integrating
both sides of this equation.

A.5. Proof of Corollary 3

The first two terms of the asymptotic expansion (12) have a zero cross derivative with respect
to (P0,pε). Therefore, the limit of the double difference, �t [p̂ε] − �t [p̃ε], is the limit of the
double difference of Rt , the third term of the expansion. The limit of the double difference of Rt

is the double difference of R∞, which has the same sign as its cross derivative with respect to
(P0,pε), and is thus negative.
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Appendix B. Proof of Theorem 2

In the first part of the theorem, continuity follows because solutions of ODE are continuous
with respect to their initial conditions (see, e.g., Theorem 2.10 in [36]). Negativity follows be-
cause knowledge is finite at all times. Lastly, since knowledge is always rising over time, we
have that pt + Pt � p0 + P0 = α + βP0, and so 0 > W � −1/(α + βP0), implying in turns that
welfare goes to zero as P0 goes to infinity. Now, let us turn to the second part of the theorem.
Using (9) the welfare function can be rewritten as

W = −
∞∫

0

(
α + βpt

p2
t

)
λ

pε

e−λt (ṗt dt) = −
∞∫

p0

(
α + βp

p2

)
λ

pε

e
− λ

pε
[H(p)−H(p0)] dp, (38)

where the last equality follows from pεt = H(pt )−H(p0) for H(p) ≡ 2αβ logp+β2p−α2/p

and, given that pt monotonically approaches infinity through time, a change in the integrating
variable from t to p. From the above equation, one sees that the welfare function W depends
on the initial precision P0 of public information only through α = P0 − (Pε/pε)p0. Clearly, this
means that welfare is decreasing in P0 if and only if it is decreasing in α. We thus calculate
∂W/∂α and show:

Lemma 3 (Preliminary). The partial derivative of the welfare function (38) with respect to α is:

∂W

∂α
= λ

pε

∞∫
p0

Φ(p)
λ

pε

∂H

∂p
(p)e

− λ
pε

[H(p)−H(p0)] dp, where (39)

Φ(p) ≡ −
(

1

p0
− 1

p

)
+ 2

α + βp

[
β log

(
p

p0

)
+ α

(
1

p0
− 1

p

)]
. (40)

In the above lemma and in all what follows, we simplify notations by suppressing the explicit
dependence of functions (H , Φ , etc.) on α. To derive the formula of the lemma, note:

∂W

∂α
= −

∞∫
p0

{
1

p2
− α + βp

p2

λ

pε

∂

∂α

[
H(p) − H(p0)

]} λ

pε

e
− λ

pε
[H(p)−H(p0)] dp

=
∞∫

p0

{
− 1

p2
+ 2

α + βp

p2

λ

pε

[
β log

(
p

p0

)

+ α

(
1

p0
− 1

p

)]}
λ

pε

e
− λ

pε
[H(p)−H(p0)] dp. (41)

Next, integrate by parts the first term of the integral (41), noting that 1/p2 = d/dp(1/p0 − 1/p):

−
∞∫

p0

1

p2

λ

pε

e
− λ

pε
[H(p)−H(p0)] dp = − λ

pε

∞∫
p0

(
1

p0
− 1

p

)
∂H

∂p
(p)

λ

pε

e
− λ

pε
[H(p)−H(p0)] dp,

because H(p) → ∞ as p → ∞. Finally, manipulate the second term of the integral (41) as
follows:



932 M. Amador, P.-O. Weill / Journal of Economic Theory 147 (2012) 910–940
2

∞∫
p0

α + βp

p2

λ

pε

[
α

(
1

p0
− 1

p

)
+ β log

(
p

p0

)]
λ

pε

e
− λ

pε
[H(p)−H(p0)] dp

= 2

∞∫
p0

∂H
∂p

(p)

∂H
∂p

(p)

α + βp

p2

λ

pε

[
α

(
1

p0
− 1

p

)
+ β log

(
p

p0

)]
λ

pε

e
− λ

pε
[H(p)−H(p0)] dp

= 2
λ

pε

∞∫
p0

1

α + βp

[
α

(
1

p0
− 1

p

)
+ β log

(
p

p0

)]
λ

pε

∂H

∂p
(p)e

− λ
pε

[H(p)−H(p0)] dp,

where the third line follows from the fact that ∂H/∂p = [(α + βp)/p]2. Collecting terms leads
to the formula of the lemma.

Lemma 4 (Behavior for small and large λ). For any P0 � 0, ∂W/∂α < 0 for λ small enough,
and ∂W/∂α > 0 for λ large enough.

For the first part of the lemma, note that since Φ(p) → −1/p0 as p → ∞, there exists some
p∗ such that Φ(p) < −1/(2p0) for all p > p∗. Letting M∗ = supp∈[p0,p

∗] Φ(p), Eq. (39) implies
that

∂W

∂α
= λ

pε

p∗∫
p0

Φ(p)
λ

pε

∂H

∂p
(p)e

− λ
pε

[H(p)−H(p0)] dp

+ λ

pε

∞∫
p∗

Φ(p,α)
λ

pε

∂H

∂p
(p)e

− λ
pε

[H(p)−H(p0)] dp

� λ

pε

{
M∗

p∗∫
p0

λ

pε

∂H

∂p
(p)e

− λ
pε

[H(p)−H(p0)] dp

− 1

2p0

∞∫
p∗

λ

pε

∂H

∂p
(p)e

− λ
pε

[H(p)−H(p0)] dp
}

= λ

pε

{
M∗(1 − e

− λ
pε

[H(p∗)−H(p0)]) − 1

2p0
e
− λ

pε
[H(p∗)−H(p0)]

}
.

The term inside the curly brackets is negative as long as λ is small enough.
For the second part of the lemma, we proceed with another integration by parts in (39), keep-

ing in mind that Φ(p0) = 0, Φ(p) is bounded, and H(p) → 0 as p → ∞.

∂W

∂α
= λ

pε

∞∫
p0

∂Φ

∂p
(p)e

− λ
pε

[H(p)−H(p0)] dp =
∞∫

p0

∂H
∂p

(p)

∂H
∂p

(p)

∂Φ

∂p
(p)

λ

pε

e
− λ

pε
[H(p)−H(p0)] dp

=
∞∫

Ψ (p)
λ

pε

∂H

∂p
(p)e

− λ
pε

[H(p)−H(p0)] dp

p0
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where

Ψ (p) ≡ 1

(α + βp)2
− 2βp2

(α + βp)4

{
β log

(
p

p0

)
+ α

(
1

p0
− 1

p

)}
.

Note that p �→ Ψ (p) is continuous, Ψ (p0) = 1/(α + βp0)
2 > 0, and that p �→ 1 −

e
− λ

pε
[H(p)−H(p0)] converges to the Dirac measure at p0 as λ → ∞. It thus follows that

lim
λ→∞

∂W

∂α
= Ψ (p0) > 0

which establishes the second part of the lemma.

Lemma 5 (Properties of Φ(p)). The function Φ(p) has the following properties: (i) it is bounded,
(ii) it tends to −1/p0 as p goes to infinity, (iii) it is positive for all p ∈ (p0, p̂) and negative for
all p ∈ (p̂,∞), for some p̂ > p0, (iv) it is increasing in α.

The first two properties, (i) and (ii), follow from the definition of Φ(p). For the third one, note
that

∂Φ

∂p
(p) = N(p)

p2(α + βp)2
where

N(p) = (α + βp)2 − 2βp2
{
β log

(
p

p0

)
+ α

(
1

p0
− 1

p

)}
.

Clearly, N(p0) = (α + βp0)
2 > 0, and limp→∞ N(p) = −∞. Moreover, for p > p0:

∂N

∂p
(p) = −4βp

{
β log

(
p

p0

)
+ α

(
1

p0
− 1

p

)}
< 0,

where the last inequality follows because the term in curly bracket is zero at p = p0 and is
increasing, as its derivative is equal to (α +βp)/p2 > 0. So N(p) changes sign only once. Taken
together, the analysis of N(p) implies that Φ(p) is a hump-shaped function of p with a peak at
a value strictly higher than p0. Since Φ(p) starts at 0 when evaluated at p0 and has a negative
limit as p → ∞, part (iii) of the lemma follows.

Lastly, for the fourth result of the lemma note that

∂Φ

∂α
(p) = 2β

(α + βp)2

{(
p

p0
− 1

)
− log

(
p

p0

)}
� 0,

with an equality for p = p0 only. This is because log(x) is concave and so log(x) � x − 1.
Finally, we show:

Lemma 6. Given P0, there exists a unique λ = Λ(P0) solving ∂W/∂α = 0. Moreover, the func-
tion Λ(P0) decreasing and converges to zero as P0 goes to infinity.

Given that all functions under consideration are continuous in all their arguments, Lemma 4
implies that, given P0 � 0, there exists some λ = Λ(P0) solving ∂W/∂α = 0. To show unique-
ness, note that solving ∂W/∂α = 0 for λ > 0 is equivalent to solving:

�(λ) = 0, where �(λ) =
∞∫

Φ(p)
∂H

∂p
(p)e

− λ
pε

[H(p)−H(p0)] dp.
p0
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Now differentiate �(λ) and evaluate at λ = Λ(P0):

�′(Λ(P0)
) = − 1

pε

∞∫
p0

[
H(p) − H(p0)

]
Φ(p)

∂H

∂p
(p)e

− Λ(P0)

pε
[H(p)−H(p0)] dp > 0,

where the inequality follows from an application of Lemma 7 below, with

x = p, k(p) = −[
H(p) − H(p0)

]
and f (p) = Φ(p)

∂H

∂p
(p)e

− Λ(P0)

pε
[H(p)−H(p0)].

Note that �′(Λ(P0)) > 0 also implies that, at λ = Λ(P0), ∂2W/∂α∂λ > 0. Therefore, to show
that Λ(P0) is decreasing, the Implicit Function Theorem implies that it is enough to show that
∂2W/∂α2 > 0 at λ = Λ(P0). To establish this, note that

∂2W

∂α2
= λ

pε

∞∫
p0

∂Φ

∂α
(p)g(p)dp + λ

pε

∞∫
p0

∂g
∂α

(p)

g(p)
Φ(p)g(p)dp, (42)

where

g(p) ≡ λ

pε

∂H

∂p
(p)e

− λ
pε

[H(p)−H(p0)].

The first term of ∂2W/∂α2 is positive since, by Lemma 5, ∂Φ/∂α > 0 for p > p0. For the second
term note that

d

[ ∂g
∂α

(p)

g(p)

]
/dp = −2

β

(α + βp)2
− 2

(α + βp)λ

p2pε

< 0.

Therefore, [∂g/∂α](p)/g(p) is a decreasing function of p and we can apply Lemma 7 to (42)
with:

k(p) =
∂g
∂α

(p)

g(p)
and f (p) = Φ(p)g(p), evaluated at λ = Λ(P0).

The last result to establish is that Λ(P0) → 0 as P0 → ∞. To see why, note that Λ(P0) must have
a nonnegative limit Λ∗. If Λ∗ > 0, then consider some λ ∈ (0,Λ∗]. Then, the above results show
that, given such λ, ∂W/∂P0 < 0 for all P0, which is impossible given that W → 0 as P0 → ∞.

Finally, we now state and prove the following result which was used above:

Lemma 7. Consider a function f : [x,x] �→ R, where 0 � x < x � ∞, and suppose that the
following holds: there exists an x̂ such that f (x) > 0 for x ∈ (x, x̂); f (x) < 0 for x ∈ (x̂, x);∫ x

x
f (x) dx = 0. Then for any decreasing function k : [x, x] �→ R,

∫ x

x
f (x)k(x) dx > 0.

To prove the above, note that

x∫
x

f (x)k(x) dx =
x∫

x

f (x)k(x) dx −
x∫

x

f (x)k(x̂) dx

︸ ︷︷ ︸
=0

=
x̂∫
f (x)

(
k(x) − k(x̂)

)
dx +

x∫
f (x)

(
k(x) − k(x̂)

)
dx.
x x̂
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The right-hand side is positive since, for x ∈ (x, x̂), f (x) > 0 and k(x) > k(x̂), while for x ∈
(x̂, x) we have f (x) < 0 and k(x) < k(x̂).

Appendix C. Proofs omitted in Section 5

In all what follows, we keep the parameters (α,β) the same, and we omit the dependence
of functions on the parameters (α,β). In setting up and solving the planner’s problem, we also
impose that the control γt lies in a compact set, which we take to be the interval [0,1]. However,
as will become clear, this constraint is never binding.

C.1. Lipschitz continuity

We start by establishing that the value function is Lipschitz continuous:

Lemma 8. For all p′ > p:

V
(
p′) − V (p) �

(
p′ − p

)( 1

p2
+ β − 1

(α + (β − 1)p)2

)
.

Indeed, consider two initial conditions p′ > p. By definition of the value function, for any
ε > 0 there is some control γ ′ such that v(p′, γ ′) � V (p′)− ε, and V (p) � v(p,γ ′). Combining
these two inequalities, we obtain:

V
(
p′) − V (p) � v

(
p′, γ ′) − v

(
p,γ ′) + ε

=
∞∫

0

λe−λt

[
γ ′2
t

(
1

pt

− 1

p′
t

)

+ (
1 − γ ′

t

)2
(

1

α + (β − 1)pt

− 1

α + (β − 1)p′
t

)]
dt + ε

=
∞∫

0

λe−λt

[
γ ′2
t (p′

t − pt)

p′
tpt

+ (1 − γ ′
t )

2(β − 1)(p′
t − pt)

(α + (β − 1)pt )(α + (β − 1)p′
t )

]
dt + ε

�
∞∫

0

λe−λt

[
(p′ − p)

p′p
+ (β − 1)(p′ − p)

(α + (β − 1)p)(α + (β − 1)p′)

]
dt

�
(
p′ − p

)( 1

p2
+ β − 1

(α + (β − 1)p)2

)
+ ε,

where the second to last line follows since γ ′
t ∈ [0,1], and because ṗ′

t = ṗt = pε(γ
′
t )

2 implies
that p′

t − pt = p′ − p and p′
t > pt � p for all times. The result obtains by letting ε → 0.

C.2. Dynamic programming

Let us define

V ′(p+) ≡ lim sup
′ +

V (p′) − V (p)

p′ − p
.

p →p
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Since Lipschitz continuity implies absolute continuity, we know from [34, Theorem 7.20] that the
value function is differentiable almost everywhere: therefore, V ′(p+) coincides is the classical
derivative almost everywhere and

V
(
p′) = V (p) +

p′∫
p

V ′(x+)
dx, (43)

for all p′ > p. Equipped with this definition of the derivative, the results of Chapter III in [11]
allow us to state (see the Addendum for a step-by-step explanation):

Lemma 9. The value function solves the HJB equation (20) shown in the text for all p. Let γ ∗(p)

achieve the maximum in (20)

γ ∗(p) ≡ min

{
1,

p

α + βp − (α + (β − 1)p)ppεV ′(p+)/λ

}
. (44)

Then γ ∗
t = γ ∗(pt ) where pt = p + ∫ t

0 pε(γ
∗
t )2 dt is an optimal control for the planner’s problem

with initial condition p > p0.

As explained in the text, one easily shows that γ ∗(p) < 1. Together with the finding that
γ ∗(p)� p/(α +βp), this implies that the constraint γ ∗(p) ∈ [0,1] is never binding. Next, plug-
ging γ ∗(p) back into the HJB, one finds that

V (p) = − 1 − γ ∗(p)

α + (β − 1)p
. (45)

But V (p) is continuous: therefore, γ ∗(p) and, by implication, V ′(p+), are also continuous.
Then, it follows from (43) that V (p) is, in fact, continuously differentiable.

Plugging the expression for γ ∗(p) as a function of V ′(p) into (45), one finds that V (p) solves
the Ordinary Differential Equation (ODE):

V ′(p) = λ

pε

V (p)(α + βp) + 1

p[V (p)(α + (β − 1)p) + 1] . (46)

Clearly, since the right-hand side is continuous, so is the left-hand side, and so on, implying that
V (p) admits continuous derivatives at all orders. This allows us to use the envelope condition
in (20), and obtain:

V ′(p) = λ
γ ∗(p)2

p2
+ λ

(β − 1)(1 − γ ∗(p))2

(α + (β − 1)p)2
+ pεγ

∗(p)2V ′′(p).

Integrating this up along the socially optimal path of precision starting at p, and using that
limt→∞ e−λtV ′(pt ) = 0 (which follows from the Lipschitz bound), gives:

Lemma 10. The value function is continuously differentiable and its derivative is:

V ′(p) =
∞∫

0

(
(γ ∗

t )2

(p∗
t )

2
+ (β − 1)(1 − γ ∗

t )2

(α + (β − 1)p∗
t )

2

)
λe−λt dt, (47)

where p∗
t and γ ∗

t are, respectively, the socially optimal path of precision and the socially optimal
weight starting at p. In particular, V ′(p) > 0 for all p.
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Plugging that γ ∗
t � p∗

t /(α +βp∗
t ) > 0 in the right-hand side of (47) implies that the derivative

is strictly positive.

C.3. Preliminary asymptotic results

Our first preliminary result is

Lemma 11. As p → ∞, γ ∗(p) = 1/β + O(1/p).

To prove this result first note that, since γ (p) ∈ [0,1], it follows from (47) that

V ′(p)� 1

p2
+ β − 1

(α + (β − 1)p)2
.

Now plugging this into the (44), this gives

p

α + βp
� γ ∗(p) � p

α + βp − pε

λ
(
α+(β−1)p

p
+ (β−1)p

α+(β−1)p
)

⇔
[

α

p
+ β

]−1

� γ ∗(p) �
[

α

p
+ β − pε

λp

(
α + (β − 1)p

p
+ (β − 1)p

α + (β − 1)p

)]−1

⇔
[
β + O

(
1

p

)]−1

� γ ∗(p) �
[
β + O

(
1

p

)]−1

,

and the result follows.
Next, we prove:

Lemma 12. As p → ∞, p2V ′(p) = 1/β + O(1/p).

To see this, multiply both sides of (47) by p2 and obtain

p2V ′(p) =
∞∫

0

p2γ (p∗
t )

2

(p∗
t )

2
λe−λt dt +

∞∫
0

p2(β − 1)(1 − γ (p∗
t ))

2

(α + (β − 1)p∗
t )

2
λe−λt dt. (48)

We start by showing that the first integral is 1/β2 + O(1/p). Indeed, since we know from
Lemma 11 that γ (p) = 1/β + O(1/p), it follows that

γ
(
p∗

t

)2 = 1

β2
+ O

(
1

p∗
t

)
= 1

β2
+ O

(
1

p

)
where the second equality follows because p � pt for all t . Substituting this in Eq. (48) and
subtracting 1/β2, we find:∣∣∣∣∣

∞∫
0

pγ (p∗
t )

2

(p∗
t )

2
λe−λt dt − 1

β2

∣∣∣∣∣ =
∣∣∣∣∣

∞∫
0

(p2( 1
β2 + O( 1

p
))

(p∗
t )

2
− 1

β2

)
λe−λt dt

∣∣∣∣∣
=

∣∣∣∣∣
∞∫

p2 + O(p) − (p + (p∗
t − p))2

β2(p + (p∗
t − p))2

λe−λt dt

∣∣∣∣∣

0
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=
∣∣∣∣∣

∞∫
0

O(p) − 2p(p∗
t − p) + (p∗

t − p)2

β2(p + (p∗
t − p))2

λe−λt dt

∣∣∣∣∣
�

∞∫
0

O(p) + 2p(p∗
t − p) + (p∗

t − p)2

β2p2
λe−λt dt

�
∞∫

0

(
O

(
1

p

)
+ 2pεt

β2p
+ (pεt)

2

β2p2

)
λe−λt dt = O

(
1

p

)

where the last inequality follows because p∗
t −p = ∫ t

0 pε(γ
∗
s )2 ds and γ ∗

s ∈ [0,1]. Following the
same steps one shows that the second integral in (48) is (β − 1)/β2 + O(1/p), and the result
follows.

C.4. Proof of Theorem 3

Combining Eq. (44) and Lemma 12, we obtain:

γ (p) = p

(α + βp − (α + (β − 1)p)p
pε

λ
V ′(p+ | α))

=
[

α

p
+ β − 1

p

(
(β − 1) + α

p

)
pε

λ
p2V ′(p | α)

]−1

=
[

α

p
+ β − 1

p

(
(β − 1) + α

p

)
pε

λ

(
1

β
+ O

(
1

p

))]−1

=
[
β + 1

p

(
α − pε

λ

β − 1

β

)
+ O

(
1

p2

)]−1

= 1

β

[
1 − 1

p

(
α

β
− 1

λ

(β − 1)pε

β2

)]
+ O

(
1

p2

)
,

as claimed.

C.5. Proof Corollary 4

Theorem 3 implies that

γ ∗(p)2 = 1

β2

[
1 − 2

p

(
α

β
− 1

λ

(β − 1)pε

β2

)]
+ O

(
1

p2

)
.

Given that ṗ∗
t = pεγ (p∗

t )
2, this implies:

ṗ∗
t = pε

β2
− 1

p∗
t

(
2pεα

β3
− 2pε

λ

β − 1

β4

)
+ O

(
1

(p∗
t )

2

)
,

and the result follows from Lemma 2.

Appendix D. Supplementary material

Supplementary material related to this article can be found online at doi:10.1016/j.jet.2012.
02.001.

http://dx.doi.org/10.1016/j.jet.2012.02.001
http://dx.doi.org/10.1016/j.jet.2012.02.001
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